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A B S T R A C T

Cloud radio access network (C-RAN) is a new centralized architecture to meet the exponential growing of
demand of mobile traffic in 5G cellular wireless networks. However, C-RAN requires an efficient mechanism
for the joint user association and the Remote Radio Head (RRH) clustering to improve network performance.
In this paper, we investigate the problem of joint user association (UA) and RRH clustering (RC) in C-RAN.
Our objective is to maximize the network utility function incurred by both network power consumption and
total user throughput for both streaming and elastic traffic. The formulation of the joint optimization problem
is a mixed-integer non-linear programming problem (MINLP), which is NP-hard and usually has no feasible
solution. To solve it, we propose to decouple the joint problem into two sub-optimization problems: the
user association (UA) sub-problem and the RRH clustering (RC) sub-problem. These two sub-problems are
sequentially and iteratively solved until convergence is reached. Leveraging on the information delivered by
the Call Detail Records (CDR), simulation results reveal the effectiveness of our heuristic solution for the
RC sub-problem in enhancing network utility and adapting to the traffic load variation for both elastic and
streaming traffic. It outperforms the performance of the state-of-the-art algorithms for RRH clustering solutions,
including no-clustering and grand coalition methods. Moreover, the results show that our approach for the UA
sub-problem provides close performance to the optimal UA sub-problem.
1. Introduction

The exponential growth of mobile data demand is one of the major
challenges of the fifth generation (5G) cellular network. To cope with
this demand, network densification is considered as a solution for
increasing system capacity. However, a large number of small cells
located close to each other increase significantly both interference
and power consumption in the network, leading to low energy ef-
ficiency and throughput. To tackle the aforementioned challenges, a
novel mobile network architecture called Cloud-RAN is considered as a
promising solution for 5G [1,2]. As illustrated in Fig. 1, this architecture
consists of two main components: the Base Band Unit (BBU) and the
Remote Radio Read (RRH). The BBUs and the RRHs are physically
separated. The BBUs are placed in a central location (i.e., data center).
As we consider, in this work, a MAC-PHY split architecture [3], the
BBUs are responsible of full resource allocation management and most
baseband signal processing. While the RRHs, geographically scattered
across multiple sites, are responsible for user functions (signal process-
ing). The MAC-PHY split architecture requires lower capacity fronthaul
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links, in comparison with the PHY split architecture and the fully
centralized architecture. The BBUs and the RRHs are interconnected
via optical fronthaul link. During day time, the users move between
different locations, leading to non-uniform network traffic load. Typ-
ically, the base stations are dimensioned to support the peak traffic
load, which introduced a considerable wastage in power consumption
and resource utilization during off-peak hours. However, the physical
separation between BBUs and RRHs in C-RAN context enables RRH
clustering (RC), where several RRHs can be mapped to a single BBU,
achieving statistical multiplexing gain. More precisely, a flexible BBU-
RRH reconfiguration can be done according to the network traffic
load to support efficiently the non-uniform traffic. Consequently, the
number of active BBUs may be reduced, which decreases network
power consumption. In addition, the user association mechanism (UA),
that consists in selecting the serving RRHs for each user, plays a
pivotal role in enhancing both spectrum and energy efficiencies through
adequate network load balancing. Common baseline algorithm for user
association is the SINR-based algorithm, where the user connects to the
vailable online 14 August 2020
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Fig. 1. The C-RAN architecture.

RRH with the best received radio signals. This strategy maximizes the
achieved spectral efficiency but leads to imbalanced network load.

In the literature, user association and RRH clustering have been
largely addressed independently. However, in practice, these two prob-
lems are mutually dependent. On the one hand, user association deci-
sions depend on radio resource availabilities and user radio conditions.
Both depend on the RRH clusters that have been formed. For instance,
when RRHs to which many users are connected have been associated
with the same BBU, new arrivals avoid joining these RRHs. If they do,
their connected users receive low average rates as the BBU resources
are shared among a large number of users. However, RRHs that have
been mapped to the same BBU suffer from relatively low interferences.
In fact, the intra-cluster interference is eliminated as only one user per
BBU is served at a time. Users, that are connected to these RRHs, will
have favorable radio conditions. On the other hand, RRH clustering
depends on RRH load conditions and consequently on user association
decisions. Clustering decisions are ideally load-aware, so as to mini-
mize the number of active BBUs while providing acceptable quality of
service.

As these two mechanisms (UA and RC) are mutually dependent,
we tackle jointly the user association and RRH clustering problems.
Our objective is to maximize the network throughput, while mini-
mizing the network power consumption. As this problem is a mixed
integer non-linear programming problem, it can be solved through
exhaustive search. However, the computational complexity becomes
intractable as the network size increases. Therefore, we decouple our
joint problem into two sub-problems: the user association (UA) sub-
problem and the RRH clustering (RC) sub-problem. For a given RRH
clustering configuration, we solve the UA sub-problem by resorting
to non-cooperative game theory. Cooperative game theory is used to
address the RC sub-problem, where a heuristic solution based on the
merge-and-split rules is applied. These two sub-problems are iteratively
solved until convergence. For a realistic simulation scenario, we utilize
the Call Detail Records (CDR) presented in [4]. It is a data structure that
contains spatial and temporal data information about users traffic (i.e.,
user ID, service start time, service duration and user-RRH association).
Using CDR data, our approach determines the best UA and RC solutions
to maximize our network utility for both elastic and streaming traffic
load.
2

2. Related work

User association and RRH clustering mechanisms are key mecha-
nisms in 5G C-RAN to enhance network performance. In the literature,
several research work have addressed the two problems independently.
The work in [5,6] and [7] have focused on the user association prob-
lem. In order to reduce the RRHs power consumption, the authors
in [5] solved the UA problem based on the nearest RRH association
scheme, where each user is served by its nearby RRH. To improve user
throughput, the conventional SINR-based scheme is applied in [6] to
determine user-RRH associations, where each user is associated with
the RRH emitting the best radio signal. In [7], the authors propose an
energy efficient user association scheme. Three algorithms including
nearest-RRH based user association, single-candidate RRH user associ-
ation, and multi-candidate RRHs user association have been developed.
The aim is to maximize power saving by allowing underutilized RRH
to be switched off. In [8], the authors have studied the UA problem
to minimize both the average delay and the power consumption of
a downlink C-RAN. Due to the NP-hardness of such problem, they
proposed a low-complexity heuristic solution according to the distance
and caching of each RRH to find the solution. Moreover, to reduce the
power consumption, the inefficient RRHs are turned into sleep mode.
The study in [9] aims to maximize the non-convex energy efficiency in
a downlink (DL) massive MIMO system. Thus, they proposed an energy-
efficient low-complexity algorithm (EELCA). this approach guarantees
an optimal power allocation solution based on Newtons methods and
joint users association based on the Lagrange decomposition method.

The work in [10–12] and [13] have tackled the BBU-RRH asso-
ciation problem, also known as the RRH clustering problem. Three
clustering techniques that group the RRHs into clusters have been
proposed in [10]. Taking into account the users data rate requirement
and the capacity of BBU, the objective was to minimize the number of
activated BBUs to reduce the power consumption. In [11], the dynamic
aspect of the BBU-RRH association is formulated as a Set Partitioning
Problem (SPP). The aim is to jointly minimize the power consumption
and the re-association rate of users experiencing a BBU change, without
compromising user quality of service (QoS). A semi-static and adaptive
BBU-RRH switching schemes for C-RAN are been proposed in [12],
where the objective is to reduce the consumed network power by
decreasing the number of active BBUs. The authors in [13] propose an
energy-saving algorithm with joint RRH clustering and RRH activation
problem under QoS constraints.

All cited papers attempt to minimize the energy consumption and
improve user throughput either by optimizing the user association, or
RRH clustering. However, the work in [14] investigated QoS-aware
joint BBU-RRH mapping and user association problem in C-RAN. The
purpose is to minimize the energy consumption by reducing the number
of active RRHs and BBUs. Thus, they decomposed the joint problem into
two sub-problems and designed a time-efficient algorithm to solve it.
To reduce call blocking probability and improve the quality of service
(QoS) of a user, the authors in [15] proposed a two-stage solution.
In the first stage, the Markov decision process is used for user-RRH
selection. In the second stage, the Ant Colony Optimization (ACO)
method is applied to obtain the best BBU-RRH mapping. In our previous
work [16], we considered the joint user association and RRH clustering
problem in cloud radio access networks with the objective of maximiz-
ing the overall network throughput and reducing the network power
consumption. First, the user association sub-problem is solved based on
the SINR-based algorithm. Second, a low-complexity heuristic solution,
based on the merge-and-split rules, is introduced to solve the RC sub-
problem. However, such basic user association scheme (SINR-based)
will lead to inefficient resource utilization and unbalanced network
load. In addition, the real traffic variations during day time are ignored
in [14,15] and [16], which have a serious impact on network perfor-
mance as demonstrated in this article. Unlike the previous mentioned
works, our study has the originality to consider the variation of traffic
load conditions delivered by the CDR. The contributions of our work
can be summarized as follows:
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• We formulate the joint user association and RRH clustering prob-
lem in C-RAN. Our objective is to minimize network power con-
sumption while maximizing network throughput for various traf-
fic types (i.e., elastic and streaming). We extended our previous
work in [16] by proposing a novel solution for UA sub-problem
relying on a game theoretic framework.

• We prove that the optimization problem is NP-hard.
• To reduce the high computational complexity of the joint prob-

lem, we decouple it into two sub-problems: the user association
sub-problem and the RRH clustering sub-problem. The two sub-
problems are solved in an iterative fashion until convergence is
reached.

• We model the user association sub-problem as a non-cooperative
game and prove that it has the Finite Improvement Path (FIP)
property. Hence, a best-response algorithm permits attaining the
Pure Nash Equilibrium (PNE) of the game.

• Cooperative game theory is used to address the RC sub-problem,
where a heuristic solution based on the merge-and-split rules is
applied. This solution can handle the non-uniform elastic and
streaming traffic. It outperforms the other RC schemes, with
significantly lower computational complexity.

• For a realistic scenario, we evaluate our proposed solution based
on a real CDR dataset and study its convergence and complexity.

• We prove the global convergence of the decomposition approach
for the joint user association and RRH clustering problem.

• By simulation, we proved the effectiveness of our solution for UA
sub-problem, by comparing its performance with the optimal UA
sub-problem.

The rest of the paper is organized as follows: Section 3 describes
he system model. Section 4 formulates the joint optimization problem
f user association and RRH clustering and discusses its complexity.
ections 5 and 6 describe our approaches to solve the user associ-
tion and the RRH clustering sub-problems. Section 7 describes the
mplementation of user association and RRH clustering sub-problems.
imulation results are given in Section 8. Section 9 concludes the paper.

. System model

We assume there are 𝑈 active users (UEs) and 𝑅 RRHs where each
E 𝑢 has its own throughput demand 𝑑𝑢 and is associated with at most
ne RRH 𝑟 (i.e., single connectivity mode). We further suppose there are

BBUs. Each RRH 𝑟 can be associated with at most one BBU 𝑧. 𝑍 is at
ost equal to the number of RRH 𝑅. We deem by  =

{

𝑢1, 𝑢2,… , 𝑢𝑈
}

,
=
{

𝑟1, 𝑟2,… , 𝑟𝑅
}

, and  =
{

𝑧1, 𝑧2,… , 𝑧𝑍
}

the sets of UEs, RRHs and
BUs respectively. 𝑋𝑢,𝑟 and 𝑌𝑟,𝑧 are two binary variables that define
he user association and the RRH clustering respectively. 𝑋𝑢,𝑟 is set to

when UE 𝑢 is associated to RRH 𝑟, and zero otherwise. 𝑌𝑟,𝑧 is set to
when RRH 𝑟 is associated to BBU 𝑧, and zero otherwise. Moreover,

𝑟 and 𝑡𝑧 are two binary decision variables with value 1 if RRH 𝑟 and
BU 𝑧 are turned on respectively, and zero otherwise.

The SINR of user 𝑢 attached to RRH 𝑟 and mapped to BBU 𝑧 is
enoted by 𝑆𝐼𝑁𝑅𝑢,𝑟,𝑧. It can be represented as follows:

𝐼𝑁𝑅𝑢,𝑟,𝑧 =
𝑃𝑟𝐺𝑢,𝑟

𝑁0 +
∑

𝑟′≠𝑟(1 − 𝑦𝑟′ ,𝑧)𝑃𝑟′𝐺𝑢,𝑟′
, (1)

where 𝑃𝑟 is the transmit power of RRH 𝑟, 𝐺𝑢,𝑟 is the channel gain
between user 𝑢 and RRH 𝑟, and 𝑁0 is the thermal noise power. In
addition, ∑𝑟′≠𝑟(1− 𝑦𝑟′ ,𝑧)𝑃𝑟′𝐺𝑢,𝑟′ represents the inter-cluster interference
caused by the RRHs that are not mapped to BBU 𝑧. Due to Orthogonal
Frequency Division Multiple Access (OFDMA) technique applied at a
cell level, the RRHs associated to the same BBU share orthogonal radio
resources and act as a single cell equipped with a Distributed Antenna
System (DAS), leading to intra-cluster interference cancellation among
3

RRHs assigned to the same BBU.
Let 𝜂𝑧 denote the average spectral efficiency per BBU 𝑧. 𝜂𝑧 is given
by:

𝑧̂ =
1
𝑢𝑧

∑

𝑟∈

∑

𝑢∈
𝑋𝑢,𝑟𝑌𝑟,𝑧 log(1 + 𝑆𝐼𝑁𝑅𝑢,𝑟,𝑧), (2)

where 𝑢𝑧 represents the number of users sharing the radio resources of
BBU 𝑧 and expressed as:

𝑢𝑧 =
∑

𝑟∈

∑

𝑢∈
𝑋𝑢,𝑟𝑌𝑟,𝑧. (3)

3.1. Throughput model

In this section, we present the throughput expression for both
streaming and elastic traffics.

3.1.1. Streaming traffic
Streaming traffic is designed to support real-time applications, such

as video streaming and voice over IP services. The average throughput
achieved by the user 𝑢 is limited to its demand 𝑑𝑢. More precisely, even
if a user can allocate more radio resources, its achieved throughput is
limited by its throughput demand.

We denote by 𝑑𝑟 the throughput demand of RRH 𝑟. It is defined
as the sum of the throughput demands of users served by RRH 𝑟 and
expressed as follows:

𝑑𝑟 =
∑

𝑢∈
𝑋𝑢,𝑟𝑑𝑢. (4)

We consider that radio resources in BBU 𝑧 are shared amongst its
associated RRHs proportionally to their throughput demands. If the
maximum throughput achievable by the BBU is greater than the total
throughput demands of their RRHs, than the RRHs get their required
number of resource blocks 𝑅𝐵𝑠 to fulfill their throughput demands.
This implies that the users served by these RRHs achieve their total de-
mands. Otherwise, when the maximum throughput of BBU is less than
the RRHs throughput demands, then each RRH gets 𝑅𝐵𝑠 proportionally
to its throughput demands, which ensures fairness between users with
respect to their throughput demands. We denote by 𝑇𝑟,𝑧 the average
throughput achieved by RRH 𝑟 that is mapped to BBU 𝑧. It is expressed
as follows:

𝑇𝑟,𝑧 = [
𝑇 𝑚
𝑧

max (𝑇 𝑚
𝑧 ,

∑

𝑟∈ 𝑌𝑟,𝑧𝑑𝑟)
] ⋅ 𝑑𝑟, (5)

where 𝑇 𝑚
𝑧 is the maximum throughput achieved by BBU 𝑧 and is defined

as follows:

𝑇 𝑚
𝑧 = 𝑊𝑧 ⋅ 𝜂𝑧, (6)

where 𝑊𝑧 is the channel bandwidth in BBU 𝑧.
We denote by 𝑇𝑧 the average throughput achieved in BBU 𝑧. It is

he sum of the throughputs achieved by the RRHs that are attached to
BU 𝑧 and can be expressed as follows:

𝑧 =
∑

𝑟∈
𝑌𝑟,𝑧𝑇𝑟,𝑧. (7)

Assuming a fair resource sharing model, the average throughput
chieved by user 𝑢, attached to RRH 𝑟 and mapped to BBU 𝑧, is
xpressed as:

𝑢,𝑟,𝑧 =
𝑇𝑟,𝑧
𝑢𝑧

. (8)

3.1.2. Elastic traffic
Elastic traffic is designed to support non real-time applications, such

as file transfer, email, and web applications. The average throughput
achieved by a user 𝑢 adapts to resource availability and consequently
depends on how resources are allocated among the users that are

associated to the same BBU. Thus, assuming a fair resource sharing
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model, and a full buffer traffic model, the average throughput achieved
by user 𝑢 attached to RRH 𝑟 and mapped to BBU 𝑧, is expressed as:

𝑇𝑢,𝑟,𝑧 =
𝑇̂𝑢,𝑟,𝑧
𝑢𝑧

, (9)

where 𝑇̂𝑢,𝑟,𝑧 is the peak throughput of a user 𝑢 attached to RRH 𝑟 and
mapped to BBU 𝑧 (i.e., the throughput receives by the user 𝑢 when
associated alone to BBU 𝑧). It expressed as:

𝑇̂𝑢,𝑟,𝑧 = 𝑊𝑧 log2(1 + 𝑆𝐼𝑁𝑅𝑢,𝑟,𝑧). (10)

Consequently, the total throughput achieved in the network, de-
noted 𝑇𝑡𝑜𝑡𝑎𝑙, is defined as the sum of the users throughputs as presented
in (8) and (9). Thus, 𝑇𝑡𝑜𝑡𝑎𝑙 can be written as:

𝑇𝑡𝑜𝑡𝑎𝑙 =
∑

𝑧∈

∑

𝑟∈

∑

𝑢∈
𝑋𝑢,𝑟𝑌𝑟,𝑧𝑇𝑢,𝑟,𝑧. (11)

3.2. C-RAN power consumption model

According to [17], the power consumption within the C-RAN ar-
chitecture, denoted by 𝑃𝑡𝑜𝑡𝑎𝑙, is modeled as the sum of two terms: the
power consumed by all active BBUs, coupled with the power consumed
by all active RRHs. Thus, 𝑃𝑡𝑜𝑡𝑎𝑙 expressed as:

𝑃𝑡𝑜𝑡𝑎𝑙 =
∑

𝑧∈
𝑃𝑧 +

∑

𝑟∈
𝑃𝑟, (12)

where 𝑃𝑧 and 𝑃𝑟 respectively denote the power consumed by BBU 𝑧 and
that consumed by RRH 𝑟.

For streaming traffic, the power consumption at BBU 𝑧, 𝑃𝑧 is as-
sumed to be a linear function of the throughput achieved at BBU 𝑧 [18].
It can be expressed as:

𝑃𝑧 =

{

𝜆 + 𝜇 ⋅ 𝑇𝑧, if 𝑡𝑧 = 1,
0, otherwise,

(13)

where 𝜆 represents the power consumption of BBU 𝑧 in active mode,
and 𝜇 is the variation coefficient of 𝑃𝑧 as a function of 𝑇𝑧.

Further, the power consumption within a BBU 𝑧 in elastic traffic
only depends on the number of active BBUs. Thus, it expressed as:

𝑃 (𝑧) =

{

𝜆, if 𝑡𝑧 = 1,
0, otherwise.

(14)

Besides, the power consumption at RRH 𝑟 for both streaming and
elastic traffics can be expressed as:

𝑃 (𝑟) =

{

𝑃 0 + 𝛿𝑃𝑟, if 𝑡𝑟 = 1,
𝑃 𝑠, otherwise,

(15)

where 𝛿 is the power amplifier efficiency, 𝑃𝑟 is the transmit power of
RRH 𝑟, and 𝑃 0 and 𝑃 𝑠 are the additional power consumed by RRH 𝑟
independently of 𝑃𝑟 in active mode and in sleep mode respectively.

3.3. Throughput user satisfaction model

We denote by 𝑆(𝑢) the user satisfaction model in term of throughput
for both streaming and elastic traffic.

For streaming applications, such as video streaming and voice over
IP services, a minimum throughput requirement is needed to achieve
acceptable performance. Referring to [19], the user throughput satis-
faction for streaming traffic can be modeled by a strictly increasing
concave functions as illustrated in Fig. 2. In particular, this function
is convex but not concave in a neighborhood around zero. Under
a minimum acceptable throughput, and a maximum throughput, a
Sigmoid (S-shape) function that has all the characteristics mentioned
4

Fig. 2. Streaming sessions: Throughput satisfaction function.

Fig. 3. Elastic sessions: Throughput satisfaction function.

above can be used to represent the user satisfaction model for streaming
traffic. It can be written as:

𝑆(𝑢) =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

0, 𝑇𝑢,𝑟,𝑧 ≤ 𝑑min
𝑢 ,

2
(

𝑇𝑢,𝑟,𝑧−𝑑min
𝑢

𝑑max
𝑢 −𝑇𝑢,𝑟,𝑧

)2
, 𝑑min

𝑢 < 𝑇𝑢,𝑟,𝑧 < 𝑑𝑐 ,

1 − 2
(

𝑇𝑢,𝑟,𝑧−𝑑min
𝑢

𝑑max
𝑢 −𝑇𝑢,𝑟,𝑧

)2
, 𝑑𝑐 < 𝑇𝑢,𝑟,𝑧 < 𝑑max

𝑢 ,

1, 𝑇𝑢,𝑟,𝑧 ≥ 𝑑max
𝑢 ,

(16)

where 𝑑𝑐 = (𝑑min
𝑢 + 𝑑max

𝑢 )∕2.
Besides, the elastic traffic is designed to support traditional data

services (i.e., file transfer, email and web traffic). Such applications
use the TCP protocol that adjusts the sending data rate to the resource
availability (i.e., load conditions of the network). Since the elastic
traffic does not require a minimum throughput, it can be ignored in the
user satisfaction model. According to [19], the user satisfaction model
of elastic traffic is an increasing, strictly concave and continuously dif-
ferentiable function. Their approximated function is displayed in Fig. 3.
Intuitively, they also appear to have decreasing marginal improvement
due to incremental increase in throughput. This means that when the
realized throughput exceeds a particular value, the user satisfaction
will increase slowly as a function of throughput. This value is the
comfort throughput 𝑅𝑐 beyond which user satisfaction exceeds 63% of
maximum satisfaction as shown in Fig. 3. An exponential function that
has all the characteristics mentioned above can be used to represent
the user satisfaction model of elastic traffic. It is expressed as follows:

𝑆(𝑢) = 1 − exp(
−𝑑max

𝑢
𝑅𝑐

), (17)

where 𝑑max
𝑢 is equal to the average throughput achieved by user 𝑢 in

Eq. (9).

3.4. Network utility function

We introduce a network utility function denoted by 𝑈 . It is defined
as a weighted linear combination of the total network throughput 𝑇
𝑡𝑜𝑡𝑎𝑙
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and the total network power 𝑃𝑡𝑜𝑡𝑎𝑙:

= 𝛼𝛼′𝑇𝑡𝑜𝑡𝑎𝑙 − 𝛽𝛽′𝑃𝑡𝑜𝑡𝑎𝑙 , (18)

here 𝛼′ and 𝛽′ are two scaling factors applied to normalize the
lements of 𝑈 to the same range ([0, 1]) , and 𝛼 and 𝛽 are the weights
ttributed to the total network throughput and the total network power
espectively. Note that 𝛼 and 𝛽 are between 0 and 1, and 𝛼 + 𝛽 = 1.

. Optimization problem formulation

The optimization problem () aims to find the optimal user associ-
tion and RRH clustering decisions, that maximizes the network utility
unction 𝑈 :

maximize
𝑋,𝑌

𝑈 (𝑋, 𝑌 ) (19)

subject to
∑

𝑟∈
𝑋𝑢,𝑟 ≤ 1, ∀𝑢 ∈  (20)

∑

𝑧∈
𝑌𝑟,𝑧 ≤ 1, ∀𝑟 ∈  (21)

𝑋𝑢,𝑟 ≤ 𝑡𝑟, ∀𝑟 ∈  (22)

𝑌𝑟,𝑧 ≤ 𝑡𝑧, ∀𝑧 ∈  (23)

𝑋𝑢,𝑟, 𝑌𝑟,𝑧, 𝑡𝑟, 𝑡𝑧 ∈ {0, 1} . (24)

onstraints (20) imply that each user 𝑢 can only be associated with one
RH 𝑟. Constraints (21) imply that each RRH can at most be attached to
ne BBU. Constraints (22) indicate that RRH 𝑟 is turned on only when at
east one user 𝑢 is associated with it. Constraints (23) indicate that BBU
is activated only when at least one RRH 𝑟 is attached to it, and finally

onstraints (24) indicate that 𝑋𝑢,𝑟, 𝑌𝑟,𝑧, 𝑡𝑟 and 𝑡𝑧 are binary variables.

.1. Optimal solution complexity

The optimization problem () of our approach is a mixed-integer
on-linear programming problem (MINLP) , which is NP-hard (please
ee the proof in Appendix A). The optimal solution can be obtained
hrough exhaustive search. However, all possible user-RRH associations
hould be considered, which requires 𝑂(𝑅𝑈 ) operations. Moreover, all
ossible number of RRH-BBU configurations should be explored, which
s given by the 𝑅th Bell number and denoted by 𝐵𝑅. Consequently,
he computational complexity for obtaining the optimal solution is
n 𝑂(𝐵𝑅.𝑅𝑈 ). Nevertheless, when the number of parameters (i.e., the
umber of users and RRHs) is large, this problem becomes intractable.
o overcome this complexity, we decompose the joint problem into two
ub-problems including the user association (UA) sub-problem and the
RH clustering (RC) sub-problem (i.e., the complexity of the optimal
A and RC sub-problems is given in Appendix B). First, the UA sub-
roblem is modeled as a non-cooperative game among competing UEs
o choose a suitable RRH. When the Nash Equilibrium of the UA sub-
roblem is attained, cooperative game theory is used to address the
C sub-problem, where a heuristic solution based on the merge-and-
plit rules is applied. Further, depending on the clusters that have been
ecently formed, user associations may be reconsidered. The two sub-
roblems are sequentially repeated until convergence is reached, as
ortrayed in Algorithm 1.

Algorithm 1 Iterative Approach for the Joint User Association and RRH
Clustering Problem
1: Requires: RRH clusters, user and RRH positions.
2: Initialize: Solve the UA sub-problem based on non-cooperative

game theory.
3: Repeat:
4: Solve the RC sub-problem using the merge-and-split rules.
5: Re-associate users according to the new RRH clustering.
6: Until: No more UA and RC need to be modified.
5

o

5. UA sub-problem

In this section, we investigate the UA sub-problem under dynamic
traffic load variations. In particular, we aim to solve the re-association
between UEs and BBUs that occur when network load conditions vary.
More precisely, the fluctuation in the number of users during the day
time impacts BBUs load conditions. On the one hand, UEs connected
to the crowded BBUs might affect the users QoS. On the other hand,
UEs connected to the less crowded BBUs might move to different
ones to turn off lowly loaded BBUs to reduce the consumed power.
Since UA decisions impact directly the users QoS and the number
of active BBUs, we modeled such sub-problem as a non-cooperative
game among competing UEs. This solution can be implemented in
a fully distributed manner, which enables fast adaptation to traffic
and channel fluctuations while reducing the amount of signaling load
overhead and complexity. In such game, each user chooses a suitable
strategy that minimizes the data transmission delay (i.e., depicted the

oS) and the power consumption (i.e., represented the number of active
BBUs). This leads to balance the BBUs charge, so that the network
resists to any possible fluctuation in the load conditions.

First, each user 𝑢 chooses a candidate set of two RRHs belonging
to different BBUs (RRH 𝑟′ ∈ BBU 𝑧′ and RRH 𝑟′′ ∈ BBU 𝑧′′), such that
hose RRHs endow user 𝑢 with the strongest downlink signal. Then, user
singles out the BBU (among BBU 𝑧′ and BBU 𝑧′′) that minimizes its

ost function. The distributed user association will be portrayed as an
nweighted crowding game.

Non-cooperative game theory models the interactions between play-
rs competing for a common resource. Hence, it is well adapted to
odel the user association scheme. We define a multi-player game
 between users which are assumed to make their decisions without
nowing the decisions of each other.

The formulation of this non-cooperative game  = ⟨ , 𝑆,𝐂⟩ can
e described as follows:

• The finite set of users  .
• The space of pure strategies 𝑆 formed by the Cartesian product of

each set of pure strategies 𝑆 = 𝑆1×𝑆2×⋯×𝑆𝑈 , where the strategy
space of any user 𝑢 is 𝑆𝑢 = {𝐵𝐵𝑈 𝑧′, 𝐵𝐵𝑈 𝑧′′} with 𝑧′, 𝑧′′ ∈ ,
where RRH 𝑟′ and RRH 𝑟′′ are the two best detected antennas by
user 𝑢 such as RRH 𝑟′ ∈ BBU 𝑧′ and RRH 𝑟′′ ∈ BBU 𝑧′′.
Finally, if user 𝑢 selects BBU 𝑧′, it is associated with RRH 𝑟′, and
hence 𝑋𝑢,𝑟′ = 1 and 𝑋𝑢,𝑟≠𝑟′ = 0.

• We denote by 𝑎𝑢 = {𝑎𝑧′𝑢 , 𝑎
𝑧′′
𝑢 } the action taken by user 𝑢 which

chooses one of available BBUs in 𝑆𝑢, where

𝑎𝑧𝑢 =

{

1, if user 𝑢 chooses BBU 𝑧 comprising RRH 𝑟
0, otherwise

(25)

• A set of cost functions 𝐂 = (𝐶1, 𝐶2,… , 𝐶𝑈 ) that determine the
players’ preferences over the possible outcomes of the game that
are given by the particular action 𝑎𝑢 chosen by user 𝑢 and the
particular actions chosen by all other players.

.1. Cost function

We denote by 𝐶𝑢 the cost function of user 𝑢 following its action 𝑎𝑢
nd the action 𝑎−𝑢 of other users except 𝑢. It is defined as the weighted
um of the power consumed by a BBU chosen by a user and the delay
ndured by this user. More precisely, the power consumed by BBU 𝑧
erving RRH 𝑟 ∈ 𝑆𝑢 chosen by user 𝑢 following its action 𝑎𝑢 can be
ritten as:
𝑧
𝑢 (𝑎𝑢) =

∑

𝑧∈
𝑎𝑧𝑢𝑃

𝑧 = 𝑎𝑧
′
𝑢 𝑃

𝑧′ + (1 − 𝑎𝑧
′
𝑢 )𝑃

𝑧′′ , (26)

here 𝑃 𝑧 is defined in (13) and (14). Note that 𝑃 𝑧
𝑢 (𝑎𝑢) does not depend
n the action of other users.
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Furthermore, 𝑇𝑢(𝑎𝑢, 𝑎−𝑢) is the delay endured by user 𝑢 following its
action 𝑎𝑢. It can be expressed as:

𝑇𝑢(𝑎𝑢, 𝑎−𝑢) =
∑

𝑧∈

∑

𝑟∈
𝑋𝑢,𝑟𝑌𝑟,𝑧

𝑁𝑧 +𝑋𝑢,𝑟𝑌𝑟,𝑧
𝑊𝑧 log2(1 + 𝑆𝐼𝑁𝑅𝑢,𝑟,𝑧)

=𝑋𝑢,𝑟′𝑌𝑟′ ,𝑧′
𝑁𝑧′ +𝑋𝑢,𝑟′𝑌𝑟′ ,𝑧′

𝑊𝑧′ log2(1 + 𝑆𝐼𝑁𝑅𝑢,𝑟′ ,𝑧′ )

+𝑋𝑢,𝑟′′𝑌𝑟′′ ,𝑧′′
𝑁𝑧′′ +𝑋𝑢,𝑟′′𝑌𝑟′′ ,𝑧′′

𝑊𝑧′′ log2(1 + 𝑆𝐼𝑁𝑅𝑢,𝑟′′ ,𝑧′′ )

=
𝑎𝑧′𝑢 (𝑁𝑧′ + 𝑎𝑧′𝑢 )

𝑇̂𝑢,𝑟′ ,𝑧′
+

(1 − 𝑎𝑧′𝑢 )(𝑁𝑧′′ + 1 − 𝑎𝑧′𝑢 )

𝑇̂𝑢,𝑟′′ ,𝑧′′
,

(27)

where 𝑁𝑧 is the total number of users in BBU 𝑧 except user 𝑢.
Consequently, the cost function 𝐶𝑢 can be written as follows:

𝐶𝑢(𝑎𝑢, 𝑎−𝑢) = 𝐴 ⋅ 𝑃 𝑧
𝑢 (𝑎𝑢) + 𝐵 ⋅ 𝑇𝑢(𝑎𝑢, 𝑎−𝑢), (28)

where 𝐴 and 𝐵 ∈ [0, 1], and 𝐴 + 𝐵 = 1.
The cost sustained by a given user 𝑢 in any selected strategy depends

upon the congestion impact inflected by other users 𝑢′ sharing the same
radio resources of the common BBU. The latter is depicted by 𝑇𝑢 and
acts as a load balancing function among active BBUs. Furthermore, it
is related to the total power consumed within BBU 𝑧 chosen by user 𝑢
as expressed by 𝑃 𝑧

𝑢 . Finally, user 𝑢 chooses to be associated with one
of the best detected RRH served by the BBU that endows it with the
lowest cost, which sets the variables 𝑋𝑢,𝑟 for user 𝑢.

This UA game enhances both network load balancing and user radio
conditions. Note that, at this stage, the RRH-BBU mappings are known
(set by the RC sub-problem). Afterward, considering the output of the
UA sub-problem (i.e., user association variables 𝑋𝑢,𝑟), the RRH clusters
may change in a way to minimize both the total transmission delay
and the network power consumption. This directly impacts user radio
conditions and can lead to user re-associations.

5.2. Attaining the Nash equilibrium

In a non-cooperative game, an efficient solution is obtained when
all players adhere to a Nash Equilibriums (NE). A NE is a profile of
strategies in which no player will profit from deviating its strategy
unilaterally. Hence, it is a strategy profile where each players’ strategy
is an optimal response to the other players’ strategies.

Our game  is a finite game and in general such games are
not guaranteed to have a Pure NE (PNE). Nevertheless, they possess a
mixed NE where each player has to continually change its BBU selection
according to a distribution probability over the strategy set. However,
our game has the Finite Improvement Path (FIP) property which is a
valuable property. In fact, for such games, simple dynamics converge
to PNE [20,21]. The common feature of such games is the existence
of a potential function which represents commonly the quality of the
various strategy profiles for all players [22]. The unilateral change of
one user strategy results in a change of its cost function that is equal
to the change of the so-called potential function.

Proposition 1. The game  has the FIP property.

Proof. The game  is an unweighted crowding game, as it is a
normal-form game in which users share a common set of actions and
the cost function of user 𝑢 for choosing a particular action is player
specific and a non-increasing function of the total number of users
choosing that same action. Unweighted crowding games have PNE.
Furthermore, when players have only two strategies (choosing between
BBU 𝑧′ and BBU 𝑧′′), the game has the Finite Improvement Path (FIP)
property and hence a best-response algorithm permits attaining the PNE
of the game [23].
6

5.3. The best-response algorithm

As already mentioned, best-response dynamics permit attaining PNE
for our UA game. Accordingly, at each round of the best-response
algorithm, each user 𝑢 chooses to be associated with one of the BBU
belonging to its strategy set that endows it with the lowest cost ac-
cording to (28) until convergence (i.e., when all users choose the same
strategies as in the previous iteration). The complexity analysis of the
Best-Response algorithm is studied in Appendix C.

5.4. Centralized approach for UA

In this section, we formulate the centralized optimization problem
for UA sub-problem with aims at minimizing the total cost function 𝐶𝑢
for all users. Contrarily to our distributed approach, where the users
selection is limited between two RRHs, each user 𝑢 can select the best
RRH among all RRHs that minimizes its cost function 𝐶𝑢. Assuming a
given RRH clustering (i.e., RRH clustering variables 𝑌𝑟,𝑧 are known), the
term 𝑃𝑢 in (26) becomes constant. By omitting this constant, the cost
function 𝐶𝑢 of user 𝑢 in (28) can be expressed as follows:

𝐶𝑢(𝑥) =𝐵
∑

𝑧∈

∑

𝑟∈
𝑋𝑢,𝑟

𝑁𝑧 +𝑋𝑢,𝑟

𝑊𝑧 log2(1 + 𝑆𝐼𝑁𝑅𝑢,𝑟,𝑧)

=𝐵
∑

𝑧∈

∑

𝑟∈
𝑋𝑢,𝑟

∑

𝑢′≠𝑢 𝑋𝑢′ ,𝑟 + 1
𝑊𝑧 log2(1 + 𝑆𝐼𝑁𝑅𝑢,𝑟,𝑧)

=𝐵
∑

𝑧∈

∑

𝑟∈

∑

𝑢′≠𝑢 𝑋𝑢,𝑟𝑋𝑢′ ,𝑟 +𝑋𝑢,𝑟

𝑊𝑧 log2(1 + 𝑆𝐼𝑁𝑅𝑢,𝑟,𝑧)

(29)

The optimal solution (̃) consists in finding the user association that
inimizes the total cost 𝐶𝑢 ∀𝑢 ∈  . Therefore, (̃) is given by:

minimize
𝑥

∑

𝑢∈
𝐶𝑢(𝑥) (30)

ubject to
∑

𝑟∈
𝑋𝑢,𝑟 ≤ 1, ∀𝑢 ∈  (31)

𝑋𝑢,𝑟 ∈ {0, 1} . (32)

his optimization problem is an integer non-linear problem (INLP)
hich is a complex problem. To simplify the resolution of such prob-

em, we reformulate it as an integer linear problem (ILP) by replacing
he product of the two binary variables 𝑋𝑢,𝑟 and 𝑋𝑢′ ,𝑟 with a new binary
ariable 𝑍𝑢,𝑢′ ,𝑟, and add the new following constraints:

𝑢,𝑢′ ,𝑟 ≤ 𝑋𝑢,𝑟 (33)

𝑢,𝑢′ ,𝑟 ≤ 𝑋𝑢′ ,𝑟 (34)

𝑢,𝑢′ ,𝑟 ≥ 𝑋𝑢,𝑟 +𝑋𝑢′ ,𝑟 − 1 (35)

𝑢,𝑢′ ,𝑟 ∈ {0, 1} . (36)

ote that, the integer linear problem formulation can be easily solved
sing CVX tool in MATLAB.

. RC sub-problem

The RC sub-problem determines the BBU-RRH association in a way
o maximize the network utility. To solve the RC sub-problem, we
ropose a cooperative game among RRHs. More specifically, based on
he merge-and-split rules, the RRHs cooperate and arrange themselves
nto disjoint independent clusters, to maximize the network utility:

• Clusters
{

𝑐1, 𝑐2,… , 𝑐𝑙
}

are merged into one, if the resulting cluster
provides a higher network utility:

𝑈 (
⋃

𝑙
𝑖=1𝑐𝑖) >

𝑙
∑

𝑖=1
𝑈 (𝑐𝑖) (37)

The merging process stops when no more preferable clusters can
be further formed.
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• A cluster ⋃ 𝑙
𝑖=1𝑐𝑖 is splitted into smaller ones

{

𝑐1,… , 𝑐𝑙
}

, if this
provides a higher network utility:
𝑙

∑

𝑖=1
𝑈 (𝑐𝑖) > 𝑈 (

⋃

𝑙
𝑖=1𝑐𝑖) (38)

The splitting process stops when no more improvement can be
achieved by the formation of smaller clusters.

These two processes are sequentially repeated until convergence
is reached (i.e., no more merge-and-split can be further done). The
complexity analysis of merge-and-split operations is presented in Ap-
pendix D. According to [24], since our heuristic consists of successive
merge-and-split operations, it leads to a Dℎ𝑝-stable partition.

Proposition 2. The decomposition problem of the joint UA and RC
converges after a limited number of iterations.

Proof. After a certain number of iterations, the association of UA and
RC changes as follows:

𝜙0 → 𝜙1 → 𝜙2 → ⋯ → 𝜙𝑙 (39)

where 𝜙0 is the initial UA and RC associations. For iteration 𝑙, the
association changes from 𝜙𝑙−1 to 𝜙𝑙. We denote by 𝑈𝑙 and 𝑈𝑙−1 the
network utility for 𝑙 and 𝑙 − 1 iterations respectively. Therefore, we
have 𝑈𝑙 > 𝑈𝑙−1 (i.e., the network utility 𝑈 increases for each iteration).
This contradicts the fact that the network utility 𝑈 has an upper
bound due to the limited network throughput and power consumption.
Consequently, the problem converges after a finite number of iterations.

7. UA and RC sub-problems implementation

In this section, we describe the implementation of UA and RC
sub-problems. We define two time scales: the large time scale, which
corresponds to each hour of the day, and the small time scale that
represents the user arrivals. Given the RRH clustering, at each user
arrival, the incoming user will be associated based on the UA non-
cooperative game described in 5. It chooses to be mapped with one
of the best detected RRH served by the lowest loaded BBU. As the
user will be served by the BBU with the higher resource availabilities,
its throughput demands can be satisfied with high probability. In the
worst case scenario, where user throughput is not satisfied, the user
association and the RRH clustering will be updated at each hour of the
day to enhance users QoS in terms of throughput demands. The joint
execution of UA and RC sub-problems improves the network utility
function defined in (18). In conclusion, the decoupling of the joint
centralized problem into two sub-problems not only as a workaround to
the NP-hardness of the original problem but to strike two other goals.
The first goal concerns the network design as we intend to tackle the
UA and RC problems in a distributed fashion by having recourse to
game theory: UA is handled appropriately by the end-users and RC by
the RRHs. The second goal reached through that the original problem
splitting is enabling us to execute our two solutions for UA and RC in
two different time scales which makes our approach applicable for real-
time traffic that mandates low latency. More precisely, the UA solution
is applied at each user arrival to immediately associate it to an active
RRH, while the UA and the RC sub-problems will be jointly executed
at each hour of the day to enhance the total network performance.

8. Simulation results

To show the effectiveness of our heuristic solution for the RC sub-
problem in adapting to non-uniform traffic load for both streaming and
elastic traffics, we compare it with the no-clustering solution, where
one BBU is exclusively dedicated to each RRH, and the grand coalition,
where all RRHs are associated with a single BBU. We also compare our
7

Table 1
Simulation parameters.
Parameter Value

𝑃𝑟 ,∀𝑟 10 W
𝑃 0 6.8 W
𝑃 𝑠 4.3 W
𝛿 4
𝜆 40 W
Cell radius 500 m
𝑊𝑧 ,∀𝑧 20 MHz
𝑁0 −174 dBm/Hz

Fig. 4. Network with 19 RRHs.

istributed solution (best-response BR) for the UA sub-problem with the
ptimal solution in presence of elastic traffic.

The simulation results were obtained using Matlab software on
machine with Intel Core i5, 2.5 GHz Processor and 8 GB RAM.

or illustration, we consider a network composed from 19 RRHs as
resented in Fig. 4. The Cost-231 Hata model is applied to determine
he channel gains. The simulations are run over 50 iterations, and the
erformance metrics are averaged and shown with 95% confidence
ntervals. We set the weighting factors 𝛼, 𝛽, 𝐴 and 𝐵 of the network and

user cost functions (cf. Eqs. (18), (28)) to 0.5. The rest of the simulation
parameters are summarized in Table 1.

We utilize the Call Detail Records (CDR) presented in [4]. This is
a data structure that contains spatial and temporal data information
about users traffic and association. More precisely, for each user, we
know:

• The user identity.
• The user demand as a function of the date and time.
• The user-RRH association.

8.1. Streaming sessions

We respectively depict in Figs. 5 and 6 the traffic load and the
number of active BBUs during day time. Regardless of the traffic load
in the network, the no-clustering solution for the RC sub-problem acti-
vates more BBUs in comparison with our heuristic and grand coalition
solutions. In fact, each active RRH is mapped to one BBU. Thus, this
number varies according to the number of active RRHs (cf. Fig. 7).
However, for the same traffic load, our heuristic solution reduces the
number of active BBUs in comparison with the no-clustering solution.
We notice that at low traffic load (from 0:00 to 4:00), our solution
activates only one or two BBUs to handle user demands. At high traffic
load (at 10:00 and 17:00), up to 12 BBUs are activated to meet the
increasing traffic demands. As a conclusion, our approach adapts the
RRH clustering (i.e., number of active BBUs) to support efficiently the
non-uniform traffic load. Moreover, when the grand coalition solution
is used to solve the RC sub-problem, only one BBU is activated. As a
matter of fact, all RRHs are mapped to one BBU regardless of the traffic

load in the network.
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Fig. 5. Traffic load during day time (hours).

Fig. 6. Number of active BBUs: Streaming sessions scenario.

Fig. 7. Number of active RRHs: Streaming sessions scenario.

Fig. 8 shows the average user throughput during day time. Since
the throughput achieved by a user depends on the number of available
resources, the no-clustering solution for the RC sub-problem ensures the
highest user throughput, equal to the users demand, owing to the avail-
ability of radio resources (as the number of active BBUs is maximized).
Besides, at low traffic load (from 0:00 to 4:00), the grand coalition
solution provides user throughput close to that of the no-clustering
scheme. However, when the traffic load increases, the user throughput
realized by this solution decreases dramatically. This is due to the
limited number of resources provided by the grand coalition solution
(i.e., as only one BBU is activated) to support the growth of traffic
load. Moreover, our heuristic solution ensures a sufficient number of
8

f

Fig. 8. Average user throughput: Streaming sessions scenario.

Fig. 9. Power consumption: Streaming sessions scenario.

resources to meet users demand under all traffic load conditions. As
shown in Fig. 6, the number of active BBUs varies according to the
traffic load in the network. As a result, it achieves user throughput close
to that of the no-clustering solution most of the time.

Fig. 9 presents the power consumed by the network during day time.
It depends on the number of active BBUs, RRHs, and their realized
throughput (according to (13)). Since the no-clustering solution for
the RC sub-problem achieves almost constant user throughput (i.e.,
qual to users demand), the variation of power consumption follows
he variation of activated BBUs. Thus, this leads to higher power
onsumption. On the other hand, the grand coalition for the RC sub-
roblem provides the lowest consumed power by activating solely one
BU. Further, this solution produces almost a constant user throughput
etween 6:00 and 23:00, leading to a constant power consumption in
his interval. Moreover, our heuristic solution adapts the number of
ctive BBUs according to the traffic load in the network (cf. Fig. 6).
onsequently, it consumes less power than the no-clustering method
nder all traffic conditions.

Furthermore, Fig. 10 shows the throughput user satisfaction during
ay time. It is calculated using the sigmoid function presented in (16).
hen the no-clustering solution is used for the RC sub-problem, the

hroughput user satisfaction is almost 100% during all day time. In
act, this solution maximizes the availability of resources (the number
f active BBUs) to meet the users demand, leading to the highest user
atisfaction. Besides, when the grand coalition solution is applied, the
sers demand is fully satisfied at low traffic load. However, when
he traffic load increases in the network, this satisfaction decreases
ramatically to be 0% (between 6:00 and 20:00). As a matter of fact,
he scarce amount of resources provided by activating one BBU fails to
ulfill the minimum acceptable user throughput defined as 80% of users



Computer Networks 182 (2020) 107445H. Taleb et al.

d
a
s
d
a
i
a
t
t

c
p
p
t
o
e
u
t
i
I
s
w
b
p
c
F
t
t
w
a
o
m
u

p
c
r
s
s
t
c
t
t

8

R

Fig. 10. Throughput user satisfaction: Streaming sessions scenario.

emand [25]. This leads to the lowest user satisfaction level. Moreover,
t low traffic load, our heuristic solution ensures the maximum user
atisfaction level with few active BBUs. Yet, when the total throughput
emand increases, the satisfaction level decreases to reach almost 70%
t 18:00. Typically, our approach activates more BBUs to support the
ncreasing traffic (cf. Fig. 6), but not enough to fulfill the users demand
s the case of the no-clustering solution. In fact, it provides a tunable
rade-off between achievable user throughput and power consumption
o maximize the network utility defined in (18).

Fig. 11 illustrates the network utility during day time. As the no-
lustering solution activates the highest number of BBUs (cf. Fig. 6), it
rovides the highest throughput (cf. Fig. 8), but at the cost of higher
ower consumption (cf. Fig. 9). However, the grand coalition leads to
he lowest power consumption, as only one BBU is active, but at the cost
f lower throughput. This explains why, when a few active BBUs are
nough to meet the users demand (from 00:00 to 04:00), the network
tility achieved by the grand coalition solution outperforms that of
he no-clustering solution. Moreover, when the throughput demand
ncreases, more active BBUs are needed to support the traffic load.
n this situation, the network utility provided by the no-clustering
olution exceeds that of the grand coalition (beyond 6:00). In addition,
hen our heuristic solution is used, enough BBUs are activated to
alance between high throughput and low power consumption. More
recisely, by enabling few BBUs, our proposed solution provides very
lose network utility to that of the grand coalition at low traffic load.
urthermore, at high traffic load, additional BBUs are activated to meet
he throughput demand. Nevertheless, our proposed solution consis-
ently provides significantly lower power consumption in comparison
ith when the no-clustering solution (cf. Fig. 9). As a conclusion, our
pproach realizes a good trade-off between the user throughput and the
verall power consumption to efficiently handle the non-uniform while
aximizing the network utility. This leads to the highest network utility
nder all traffic conditions.

To illustrate the significant gain that can be achieved by our ap-
roach for the RC sub-problem, we present in Figs. 12 and 13 the
umulative power consumption and the cumulative network utility
espectively. We can see that when our solution is used, the power con-
umption can be reduced to half in comparison with the no-clustering
olution at the end of the day. Moreover, our solution can achieve up
o 33% and 53% higher network utility in comparison with the no-
lustering and the grand coalition methods respectively. Furthermore,
he grand coalition solution consumes the lowest power, but provides
he lowest utility at the end of the day.

.2. Elastic sessions

We depict in Figs. 15 and 16 the number of active BBUs and
9

RHs in presence of elastic traffic during day time. In this context,
Fig. 11. Network utility: Streaming sessions scenario.

Fig. 12. Cumulative power consumption: Streaming sessions scenario.

Fig. 13. Cumulative network utility: Streaming sessions scenario.

Fig. 14. Users number during day time (hours).
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Fig. 15. Number of active BBUs: Elastic sessions scenario.

Fig. 16. Number of active RRHs: Elastic sessions scenario.

he perceived user throughput depends on the availability of shared
esources and is not constrained to users demand. Thus, when our
euristic solution is used to support elastic traffic, it almost activates
he same number of BBUs given by the no-clustering solution when
he number of RRHs is below 12. In fact, by maximizing the number
f active BBUs (i.e., maximizes the availability of shared resources),

our proposed solution provides a close user throughput to the no-
clustering solution as shown in Fig. 17. However, when the number
of RRHs increases in the network, our solution seeks to find the best
trade-off between increasing user throughput and decreasing power
consumption. This explains the slight variation in the number of active
BBUs during the day contrarily to streaming traffic scenario where our
solution adapts the number of active BBUs to the traffic load condition
(cf. Fig. 6). Besides, the number of activated BBUs given by the no-
clustering depends exclusively on the number of active RRHs. More
specifically, this number is equivalent to the number of serving RRHs
as shown in Fig. 16. Moreover, regardless of the number of users in the
network, the number of activated BBUs given by the grand coalition
scheme is unchanged (i.e., equal to 1), since all RRHs are mapped to
one BBU.

In Figs. 17 and 18, we present the user throughput and the power
consumption during day time. We note that, the perceived user
throughput for elastic traffic depends on the availability of resources
shared by all users in the network. Thus, when the number of users
increases, the user throughput decreases in all solutions used to solve
the RC sub-problems. However, the no-clustering solution provides the
highest throughput in comparison with our heuristic and the grand
coalition solution (cf. Fig. 17). Nevertheless, this comes at the cost of
higher power consumption as shown in Fig. 18. Yet, when the grand
10
Fig. 17. Average user throughput: Elastic sessions scenario.

Fig. 18. Power consumption: Elastic sessions scenario.

coalition is used for the RC sub-problem, it leads to the lowest power
consumption, as a single BBU is activated. Also, it provides a lower
throughput due to the limited number of resources. In comparison with
the no-clustering scheme, our proposed solution provides lower power
consumption most of the time with close user throughput (cf. Fig. 17).
On the other hand, it ensures higher user throughput but also higher
power consumption in comparison with the grand coalition.

Fig. 19 shows the throughput user satisfaction in presence of elastic
traffic during day time. It is calculated using the exponential function
presented in (17). We assume that the comfort throughput 𝑅𝑐 is equal
to 1.5 Mb/s, and 𝑑max

𝑢 is the average user throughput illustrated in
Fig. 17. We note that, when 𝑑max

𝑢 = 𝑅𝑐 , the user satisfaction level
is equal to 63%. Since the grand coalition solution for the RC sub-
problem frequently achieves an average throughput below the comfort
throughput 𝑅𝑐 , the satisfaction level is less than 63% most of the time.
Particularly, at 8:00 and 11:00, the grand coalition provides an average
throughput equal to 𝑅𝑐 , that is why the satisfaction level is equal to
63% at these periods. Besides, the no-clustering solution ensures an
average throughput much higher than 𝑅𝑐 , which leads to fulfilling user
satisfaction all day time. Moreover, the user satisfaction level given by
our heuristic solution is always higher than when the grand coalition
is used. In addition, it provides an average throughput higher than 𝑅𝑐
(cf. Fig. 17), leading to a satisfaction level up to 63% during all day
time.

Furthermore, Fig. 20 illustrates the network utility in presence
of elastic traffic during day time. When our heuristic is adopted,
it consumes less power compared to the no-clustering solution (cf.
Fig. 18), while providing a close average throughput (cf. Fig. 17). As a
consequence, the network utility given by our approach outperforms
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Fig. 19. Throughput user satisfaction: Elastic sessions scenario.

Fig. 20. Network utility: Elastic sessions scenario.

hat of the no-clustering solution. Besides, in comparison with our
roposed solution and the no-clustering solution, the grand coalition
rovides lower power consumption but also lower average throughput.
s a result, it leads to the lowest network utility during all day time.
oreover, at the end of the day, our approach introduces a significant

erformance gain in term of network utility in comparison with the
wo other solutions for the RC sub-problem, as presented in Fig. 21.

e can see that our approach can increase the network utility up to
5% compared to the no-clustering method (i.e., the network utility

increases from 35 to 47), and up to 57% compared to the grand
coalition (i.e., the network utility increases from 20 to 47).

Figs. 22 and 23 show the number of iterations required to reach
convergence and the execution time necessary for both UA sub-problem
and UA & RC sub-problems (BR + Merge and Split) respectively. Our
solution for UA sub-problem, that is employed at each user arrival,
converges in average of 2 iterations in almost 0.4 ms as displayed
in Fig. 22 and Fig. 23. Moreover, our iterative approach for UA sub-
problem and RC sub-problem converges in a maximum of 9 iterations in
almost 9.5 ms (cf. Figs. 22 and 23). Note that this iterative approach is
executed once each hour of the day (i.e., long-term period). The results
how that our iterative approach has the potential to be applied for
eal-time traffic that requires low latency in two different time-scale:
arge time scale and small time scales.
11
Fig. 21. Cumulative network utility: Elastic sessions scenario.

Fig. 22. Number of iterations of our iterative approach: Elastic sessions scenario.

Fig. 23. Time of executions: Elastic sessions scenario.

8.3. BR vs optimal solution for UA sub-problem

In this section, we investigate the performance of our distributed
solution (best-response BR) for the UA sub-problem in presence of
elastic traffic. To reveal the effectiveness of our proposed solution, we
compare its results with the optimal solution for the UA sub-problem.

For users to form their strategy set using BR-based UA solution, each
RRH can send on its beacon channel the identity of its BBU. Hence, any
user can verify that the second best detected RRH 𝑟′′ does not belong
to the same BBU as the best detected RRH 𝑟′.

We consider a network topology with only 7 cells: a central RRH
is surrounded by a ring of 6 immediately adjacent RRHs. Moreover,
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Fig. 25. Number of active RRHs as a function of the number of users.

o highlight the performance of our distributed approach for UA sub-
roblem, we used our approach based on the merge-and-split rules to
olve the RC sub-problem for both BR and optimal UA sub-problem.

We respectively depict in Figs. 24 and 25 the number of active BBUs
nd RRHs during day time. When the users number is less than 70
sers (cf. Fig. 14), the optimal UA sub-problem activates more BBUs
nd RRHs in comparison with the BR-based UA sub-problem. In fact,
s each user 𝑢 seeks to minimize its own cost function described in (28),

it chooses to be served by the BBU with the lowest number of users (i.e.,
lowest load) and by the RRH belonging to this BBU that provides it with
the best radio condition. Thus, the optimal UA sub-problem increases
both the number of active BBUs and RRHs in comparison with the BR-
based UA sub-problem. Besides, when the BR-based UA sub-problem
is used, each user 𝑢 chooses only between two BBUs comprising RRHs
that provide it with the strongest downlink signal. Moreover, when the
users number increases in the network (above 70 users), more BBUs are
activated to minimize its own cost function. As a result, both solution
for UA sub-problem (i.e., optimal and BR) activate the same number of

BUs and RRHs.
Figs. 26 and 27 respectively show the average user throughput

nd the C-RAN power consumption during day time. The optimal UA
ub-problem activates more BBUs and RRHs in comparison with the
R-based UA sub-problem (cf. Figs. 24 and 25), leading to the highest
ser throughput (cf. 26). Nevertheless, this comes at the cost of higher
ower consumption, as shown in Fig. 27. As for BR-based UA sub-
roblem, it realizes much more power saving, mainly when the number
f users is less than 70, while realizing user throughput close to that
ealized when the optimal UA sub-problem is used. Furthermore, by
educing the number of active BBUs and RRHs (cf. Figs. 24 and 25),
he BR-based UA sub-problem consumes less power than the optimal
12
Fig. 26. Average user throughput: Elastic sessions scenario.

Fig. 27. Power consumption: Elastic sessions scenario.

UA. However, limiting the number of active BBUs provides the lowest
user throughput as illustrated in Fig. 26.

As illustrated in Fig. 28, when the users number is greater than
70 users, the network utility achieved by our proposed algorithm (BR-
based UA) is close to that when the optimal UA sub-problem is applied.
In fact, the two solutions for UA sub-problem activate relatively the
same number of BBUs and RRHs, leading to close user throughput and
power consumption. However, when the users number decreases (less
than 70 users), the gap between the two methods increases. In fact,
our proposed algorithm (BR-based UA) realizes user throughput close
to that realized when the optimal UA sub-problem is used with much
more power saving (cf. Figs. 26 and 27).

9. Conclusion

In this paper, we have investigated the joint user association and
RRH clustering problem in C-RAN. The aim is to maximize the network
utility function incurred by both network power consumption and total
user throughput for both streaming and elastic traffic. For a realistic
simulation scenario, we utilize the Call Detail Records (CDR) provided
by a real network operator. We formulated the problem as a mixed
integer non linear optimization problem (MINLP). Since such a problem
is NP-hard, we proposed to decouple it into two sub-problems: the
user association (UA) sub-problem and the RRH clustering (RC) sub-
problem. First, the UA sub-problem is modeled as an unweighted
crowding. We proved that this game has a Finite Improvement Path
(FIP) property and hence a best-response algorithm permits attaining
the Pure Nash Equilibrium (PNE). Then, the RC sub-problem is modeled
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Fig. 28. Network cost as a function of the number of users.

as a cooperative game, where a heuristic solution, based on the merge-
and-split rules, is applied to solve the RC sub-problem. These two
sub-problems are sequentially and iteratively solved until convergence
is reached. To show the effectiveness of our heuristic solution for
the RC sub-problem in adapting to non-uniform traffic load, we com-
pared it with the no-clustering and grand coalition solutions. Moreover,
we highlighted the benefits of our approach for UA sub-problem by
comparing its performance with the optimal UA sub-problem. We
proved that, by applying our proposed solutions (i.e., cooperative game
theory for RC sub-problem and non-cooperative game theory for UA
sub-problem), the network performance can be enhanced and adapts
rapidly to the variation of traffic load during the day time.
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Appendix A. Proof of NP-hardness

In this section, we convert our optimization problem (19) to a
maximum weight clique problem which has been proved to be NP-
complete [26]. Let  be the set of all possible associations between
users, RRHs, and BBUs to find the optimal solution (i.e.,  =  × ×
). The power-set of , (), representing all possible associations
between users, RRHs, and BBUs regardless of the constraints. Let 
be the set of all feasible schedules satisfying the constraints, and it
is obvious that  ∈  . Let  =

{

𝑠1, 𝑠2,… , 𝑠
|𝑆|

}

∈  be any feasible
association where 𝑠 ∈ ,∀𝑖 ≤ ||. Define 𝑓 ∶  → R as a function
13

𝑖

mapping each individual association 𝑠𝑖 to the achievable utility. The
original optimization problem (19) can then be reformulated as follows:

maximize
||
∑

𝑖=1
𝑓 (𝑠𝑖) (40)

subject to  ∈  (41)

Consider the scheduling graph ( , ) where each vertex 𝑣 ∈  is an
association between users, RRHs and BBUs, and the distinct vertices are
connected by an edge in  if the constraints are satisfied. Denote by 
the set of all possible cliques with degree 𝑍𝑡𝑜𝑡𝑎𝑙. Then, the problem (40)
can be written as a maximum weight clique problem in the following:

𝐒∗ =argmax
𝐒∈

|𝐒|
∑

𝑖=1
𝑓 (𝑠𝑖)

=argmax
𝐂∈

|𝐂|
∑

𝑖=1
𝑤(𝑣𝑖)

(42)

where 𝐂 =
{

𝑣1, 𝑣2,… , 𝑣
|𝐂|

}

∈  is a clique in the scheduling graph, and
𝑤(𝑣𝑖) is the weight of each vertex 𝑣𝑖,∀1 ≤ 𝑖 ≤ |𝐂|. The optimal solution
of the problem (40) is the maximum weight clique of degree 𝑍𝑡𝑜𝑡𝑎𝑙 in
the scheduling graph where the weight of each vertex 𝑣𝑖 ∈  is defined
as the achievable utility of its corresponding association:

𝑤(𝑣𝑖) = 𝑓 (𝑠𝑖) (43)

The maximum weight clique problem is known to be NP-complete [26],
which means that the optimization problem of joint user association
and RRH clustering (19) must be NP-hard, and cannot be solved
optimally in polynomial time.

Appendix B. Complexity analysis of optimal UA and RC
sub-problems

In this section, we investigate the complexity of finding the optimal
solution for UA and RC sub-problems. Given the RRH clustering (i.e.,
RRH clustering variables 𝑌𝑟,𝑧 are known), finding the optimal user
association can be determined by using an exhaustive search. Although
decomposition of the joint problem can reduce the computational com-
plexity to 𝑂(𝑅𝑈 ), it remains practically intractable for a large number
of users. Moreover considering the user association decisions that have
been taken by the UA sub-problem, the computational complexity to
find the optimal RC solution, using exhaustive search, is reduced to
𝑂(𝐵𝑅) where 𝐵𝑅 is given by the 𝑅th Bell number and denotes the
number of all RRH-BBU configurations should be explored. However,
finding the optimal solution of RC sub-problem remains intractable for
large 𝑅.

Appendix C. Complexity analysis of the best-response algorithm

According to [23], a congestion game where players have only two
strategies has the FIP and is hence isomorphic to a potential game.
Further, it is well-known that the Best Response Algorithm converges
in finite time to a pure NE in potential games [20]. Recently, the work
in [27] proved that when players followed BR in turn (round robin),
the mean number of iterations is 𝑒𝛾𝑁 + 𝑂(𝑁) where 𝑁 is the number
of players and 𝛾 is the Euler constant.

Appendix D. Complexity analysis of merge-and-split operations

The computational complexity is determined by the number of
attempts for the merge-and-split operations. In the worst case scenario,
the first RRH initiates (𝑅 − 1) merging attempts, the second initiates
(𝑅−2) iterations, and so on. Consequently, the total number of merging
attempts will be (𝑅(𝑅 − 1)∕2). Thus, the complexity of the merging
process is in 𝑂(𝑅2). In practice, the merging process requires a signif-
icantly lower number of attempts: once a cluster is formed, the merge
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process stops. Furthermore, in the worst case scenario, the complexity
of the splitting process is in 𝑂(𝐵𝑅). This process requires finding all
possible partitions of . In practice, the splitting process is limited to
the clusters that have already been formed. It is not performed over
all the RRHs in . As the network utility takes into account the total
network throughput, cluster sizes are usually kept small. As a result,
the complexity of the splitting process is feasible in practical scenarios.
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