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Abstract—Segment Routing is a new architecture that leverages
the source routing mechanism to enhance packet forwarding in
networks. It is designed to operate over either an MPLS or
an IPv6 control plane. SR-MPLS, its instantiation over MPLS,
encodes a path as a stack of labels inserted in the packet header
by the ingress node. This overhead may violate the Maximum
SID Depth (MSD), the equipment hardware limitation which
indicates the maximum number of labels an ingress node can
push onto the packet header. Currently, the MSD varies from
3 to 5 depending on the equipment manufacturer. Therefore,
the MSD value considerably limits the number of paths that
can be implemented with SR-MPLS. The consequence may be
an inefficient network resource utilization and may also lead to
congestion. We propose and analyze SR-LEA, an algorithm for an
efficient path label encoding that takes advantage of the existing
IGP shortest paths in the network. The output of SR-LEA is the
minimum label stack to express SR-MPLS paths according to
the MSD constraint. Therefore, SR-LEA substantially slackens
the impact of MSD and restores the path diversity that MSD
forbids in the network.

Index Terms—Segment Routing, MPLS, SR-MPLS, label stack,
traffic engineering.

I. INTRODUCTION

Segment Routing (SR) is a new architecture standardized by
IETF SPRING working group [1]. It can be instantiated over
two existing data plane MPLS (SR-MPLS) [1] [2] and IPv6
(SR-IPv6) [3]. In SR packet are forwarded using the source
routing mechanism: the path the packet has to go through
is encoded in its header. SR-MPLS is the central focus of
the IETF working groups, mainly because of the important
implications of service providers (SPs).

The major advantage of SR is that it eliminates the per-flow
states from the SP’s core routers. In fact, a path is directly
usable by any router; no prior setup/signalization is required,
unlike MPLS-TE where a tunnel has to be signaled and
maintained using protocols such as the Resource Reservation
Protocol Traffic Engineering (RSVP-TE). In SR, only the
ingress node has to maintain per-flow states. Also, SR archi-
tecture adds extensions to already deployed IGP protocols:
Open Shortest Path First (OSPF) [4], Intermediate System to
Intermediate System (IS-IS) [5] and Border Gateway Protocol
Link State [6] to exchange SR information. Therefore, SR-
MPLS revokes the need for a label distribution protocol such
as LDP or RSVP-TE.

A SR Path (SRP) is encoded as list of segments identifiers
(SIDs), each SID associated with a data plane forwarding
instruction e.g., forward the packet down the IGP shortest path
or forward to a specific exit interface.

In the SR instantiation over the MPLS data plane (SR-
MPLS), a SID is represented by a 20-bit label. The SID is
processed using the three standard MPLS operations POP,
PUSH, and SWAP. A SRP is encoded as a stack of labels
that the ingress router pushes onto the packet header. In fact,
pushing more than one was supported since the early version
of MPLS standards [7], the label stack has been used for
multiple use cases: hierarchical tunnels, Layer 2 Virtual Private
Network (L2VPN), and Layer 3 VPN. However, those use
cases require a small number of labels, for example, a scenario
of L2VPN or L3VPN requires only simultaneously two labels:
the tunnel’s label and VPN’s label. To take full advantage
of SR’s potential, a router has to be able to push a larger
number of labels. Unfortunately, current hardware suffers from
physical limitation of the number of labels that can be used
simultaneously [8].

In fact, in order to achieve wire-speed packet processing,
hardware vendors use Application-specific integrated circuit
(ASIC)s. They are designed to perform specific tasks very effi-
ciently compared to general purpose processors. Consequently,
they are limited in the size and the type of the operations they
can perform. For example, the PUSH operation is implemented
using dedicated ASICs that limit the number of labels they can
push onto the packet header, this limitation in SR is known
as the Maximum SID Depth (MSD). Therefore, an efficient
label encoding able to reduce the labels stack size is essential
to alleviate the MSD impact. In addition, reducing the label
stack saves space and enables to carry other types of labels
such as the entropy labels [9].

In this paper, we propose two label encoding algorithms
for SR-MPLS paths. Both algorithms compute the minimum
number of labels to express a SRP. We evaluate their
performances over several real-world network topologies.
The results are presented in term of the average number of
labels to express a set network paths. In addition, we study
their efficiency in alleviating the impact of the MSD limitation.



II. RELATED WORKS

In [10], Giorgetti et al. propose two SRP encoding al-
gorithms that produce for the same SRP two label stacks
of the equal size. Both algorithms use only Node-SIDs to
encode a SRP. Unfortunately, in some cases, the resulting
label stack may not correspond to the initial path. In fact,
the proposed algorithms work well in a network where the
shortest path between two directly connected nodes is a direct
link, However, in real networks, a network administrator may
choose to attribute higher costs to particular links that can lead
up to the direct link not being the shortest path between two
nodes.

In [11], a new network graph is constructed based on the
initial network by adding a virtual link is added for every pair
of nodes in addition to the existing physical links. The virtual
links represent the Equal-Cost Multiple Paths (ECMP)s be-
tween two nodes. The path computation is performed over the
new graph. The proposed label encoding algorithm replaces a
virtual link by the tail’s end node Node-SID whilst the physical
link is replaced by an Adj-SID. This proposition suffers mainly
from scalability issues. In fact, the new graph is much bigger
that the initial network graph, with a number of links equal to
the number of combinations of network nodes. For example, a
network composed of 1000 nodes results in a new graph with
approximately half million links. Several problems arise with
such huge graphs, like for example slower response time due
to the memory requirements, a strong computation complexity,
and a considerable amount of processing required to update
the network traffic engineering database.

III. SEGMENT ROUTING PATH

In this section, we explain the main concepts of the SR
architecture and detail how different types of SID are used to
forward packets through the network.

In SR-MPLS, a node advertises a Segment Routing Global
Bloc (SRGB). The SRGB is the range of labels allocated for
SR (e.g., [1000, 2000]). A SID can be global or local to the
node that advertises it. A global SID takes its value within
the SRGB (e.g., 1100), all the SR nodes install a forwarding
instruction associated with each global SIDs. A local SID takes
its value outside the SRGB (e.g., 3000); it is advertised in
the SR domain but only the node advertising it possesses an
associated forwarding instruction.

A SRP can be encoded using any combination of SIDs (i.e.,
local or global). As long as the nodes that the packet traverses
own a forwarding instruction to reach the egress node. In this
work, we focus on the use of two SIDs types: Node-SID and
Adj-SID, we do not consider other SID types such as service
SID, BGP peering SIDs, etc.

The two proposed SRP encoding algorithms produce a label
stack composed of two SID types: Node-SID and Adj-SID.
Each SID has a pre-installed forwarding plane instruction
associated with it as follows:

• Node-SID: it is a label associated with the SR node
i.e., attached to the loopback address. When a SR node

receives a packet with a Node-SID as a top label, it
forwards it on the IGP shortest path to reach the node
that owns that Node-SID, the node owning the Node-
SID pops the label before inspecting the next label in the
stack.

• Adjacency SID (Adj-SID): it is the label attached to an
IGP adjacency i.e., the interface to reach the neighbor
router. It is used to enforce packet forwarding through
a specific exit interface. By default, an Adj-SID is ad-
vertised as a local segment, it can also be advertised as
global if desired.

IV. SEGMENT ROUTING PATH ENCODING

The SRP length varies depending on the network diam-
eter, QoS requirements, and network resources availability.
Accordingly, the label stack to express a SRP can be very
big, resulting in a label stack size that may exceed the ingress
MSD. This causes the incapacity of using such a path, and
other side effects such as preventing the use of other label
types. Therefore, an efficient encoding algorithm is required
to minimize the size of the label stack.

A source routed path may be strict or loose. A path is
strict if all the links and nodes that the packet has to go
through are listed in the packet header, whereas a path is
loose if only a subset of the links and nodes that packet has
to go through are listed in its header. SRPs can be expressed
exclusively with Node-SIDs, local Adj-SIDs, Global Adj-SIDs
or a combination of those SID types. In this paper, a SRP is
strict if it is encoded using only Adj-SIDs. Otherwise, it is
considered as loose:

• A SRP encoded exclusively with Node-SID or a com-
bination of Node-SIDs and Adj-SIDs is a loose path.
Two successive Node-SIDs in the label stack can be
separated by one or more network nodes. The label
stack expresses the initial path in the current state of
the network. However, if the IGP metric between two
SR nodes changes, the label stack will not represent the
initial path anymore.

• A SRP encoded with local Adj-SID is a strict path,
because the Adj-SIDs are local to the nodes advertising
them have the forwarding entries associated with them.
Therefore, the packet has to go through only the nodes
that own the Adj-SIDs.

• A SRP encoded with global Adj-SIDs can be a strict or
a loose path: strict if all the links that the packet has to
go through are listed in the label stack, loose only if a
subset of the links is listed.

We propose two SRP path encoding algorithms. The com-
puted label stack is a combination of Node-SIDs and Adj-
SIDs. Recall that in current SR deployments, Adj-SIDs are
advertised as local segments. In that case, we use the SR
paths Label Encoding Algorithm (SR-LEA) to compute the
minimum label stack. However, as stated in the standards, Adj-
SIDs can also be advertised as global segments. Therefore,
the minimum label stack is computed using the SR-LEA-A
Algorithm.



Let us consider the topology detailed in Fig. 1. All the nodes
allocate the same SRGB: [1000, 2000]. The computed path to
satisfy the Quality of Service (QoS) requirements for the traffic
sent by CE1 to CE2 is P: PE1→ P2→ P3→ P7→ P6→
PE5. P has to be encoded as a stack of labels then pushed
by PE1 onto flow’s packets. In what follows we detail the
different encoding algorithms:

A. Strict Encoding

A strict encoding of the SRP is the worst case scenario, as
it generates the maximum label stack to encode a SRP. Two
approaches may be applied:

• Using exclusively Node-SIDs to encode a SRP. Replace
each node in the SRP by its Node-SID. This approach
suffers from the same problem as in [10]. In fact, the
resulting label stack expresses the requested SRP only if
the shortest path between all the neighbors in the path
is via the direct link. For example, a strict encoding of
path P results in the following label stack: {Node-SID
PE1, Node-SID P2, Node-SID P3, Node-SID P7, Node-
SID P6, Node-SID PE5}. However, this label stack does
not express path P. The packets at P3 will not be sent
to P7 over the direct link because it is not the shortest
path.

• Using exclusively Adj-SIDs to encode a SRP. At each
node the exit interface is replaced with the associated
Adj-SID, this produces a label stack that corresponds to
requested path. As shown in Fig. 2, a strict encoding of
path P results in the following label stack: {Adj-SID PE1-
P2, Adj-SID P2-P3, Adj-SID P3-P7, Adj-SID P7-P6, Adj-
SID P6-PE5} = [5012, 5023, 5037, 5076, 5065]. Each
node pops the Adj-SID that it owns before forwarding
the packet through the chosen interface.

Strict encoding can be essential to accomplish certain tasks
such as Operations, Administration, and Maintenance (OAM)
[12]. For example, to monitor a specific path when ECMPs
exist. The reference topology Fig. 1 is composed of 8 nodes.
However, a SP network can be composed of hundreds or
even thousands of nodes. Consequently, using strict encoding
especially for long paths is not always possible as it violates
the MSD constraint, also it adds a considerable overhead to
packets.

B. SR-LEA Algorithm

We propose the SR-LEA algorithm, for computing the
minimum label stack to encode a SRP. It is used if the Adj-SID
are advertised as local segments. The algorithm takes the initial
path expressed as a list of IP addresses. The initial path can be
imposed manually or computed by a centralized entity such
as a Software Defined Network (SDN) controller [13] [14]
or by a Path Computation Element (PCE) [15] [16]. SR-LEA
makes use of existing IGP shortest paths, which are installed
as forwarding instructions by the SR-MPLS control plane. The
resulting label stack is a combination of Node-SIDs and local
Adj-SIDs. It represents exactly the initially computed path in
the current state of the network.

Algorithm 1 Efficient Label Encoding algorithm
INPUT: The SRP expressed as a list of IP addresses
OUTPUT: labelStack the SRP minimum label stack.
Initialization:
G: Graph of the network topology
A = { }: Holds the list of the SRP subpaths.
B = [ ]: Used to construct a subpath, when no IP addresses
can be added it is moved to A.
SPF = Dijkstra(SRP [1], SRP [end]): The shortest path
between the source and destination of the SRP.
labelStack = [ ]

STEP 1: Computation of the SRP subpaths.
1: i = 1: Points to the current node of the SRP.
2: k = length(SRP ) : Points to the last node of the

candidate subpath.
3: while i <= length(SRP ) do
4: push(B, SRP [i])
5: if i == length(SRP ) then
6: push(A, B)
7: else if B * SPF then
8: if length(B) == 2 then
9: if k > i then

10: k −−
11: B = B[1]
12: SPF = Dijkstra(G, B[1], SRP [k])
13: continue
14: else
15: push(A, B)
16: B = B[end]
17: SPF = Djikstra(G, B[1], SRP [k])
18: end if
19: else
20: push(A, B[1 : end− 1])
21: SPF = Djikstra(G, B[end− 1], SRP [k])
22: B = [ ]
23: i−−
24: continue
25: end if
26: end if
27: i++
28: k = length(SRP )
29: end while

STEP 2: The construction of the label stack.
30: for i← 1 To Size(A) do
31: if length(A[i]) > 2 then
32: push(labelStack, NodeSID(A[i][end]))
33: else
34: push(labelStack, AdjSID(A[i]))
35: end if
36: end for
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Fig. 5: SR-LEA flowchart.

SR-LEA has two main steps, as shown in Fig. 5 and detailed
by the pseudocode in Algorithm 1. In the first step, the SRP is
spliced into a succession of shortest paths (subpaths), container
A holds the SRP splices, whereas the container B, will hold
the potential SRP splice. In the second each subpath composed
of three or more nodes is replaced by its tail’s end node Node-
SID, whilst if it is composed of two nodes it is replaced by the
Adj-SID between those two nodes. The best case is that the
requested SRP follows the shortest path SPF. Consequently,
SR-LEA output a label stack composed of one label: the egress
node’s Node-SID.

In order to encode the path P using SR-LEA, we fol-
low the two steps of the algorithm. First, the subpath that
compose the path P are computed and saved in the list

A: {(PE1, P2, P3), (P3, P7), (P7, P6, PE5)} . Finally each
subpath in A is replaced with the appropriate SID:

• The subpath {PE1, P2, P3} is composed of three nodes.
Therefore, it is replaced by P3’s Node-SID = 1003.

• The subpath(P3, P7) is composed of two nodes. There-
fore, it is replaced by the Adj-SID P3-P7 = 5037.

• The subpath {P7, P6, PE5} is composed of three nodes.
Therefore, it is replaced by PE5’s Node-SID = 1005.

The resulting label stack is [1003, 5037, 1005]. As shown
in Fig. 3, a packet follows the IGP shortest path to reach P3
using label 1003 (i.e., P3’s Node-SID). At P3, the Adj-SID
5037 is used to enforce the packet through the link P3-P7.
At P7, label 1005 (i.e., PE5’s Node-SID) is used to forward
the packet down the IGP shortest path to reach PE5. At PE5,
label 1005 is popped and the IP packet is forwarded to CE2.

C. SR-LEA-A

In the segment routing architecture, it is possible to advertise
an adjacency (i.e., an interface) as a global segment, rather than
advertising it as a local segment. Accordingly, the adjacency
becomes routable in the SR domain. In comparison to the
local Adj-SID, all the SR nodes forward the packet using the
IGP shortest path to reach the node that advertises the global
Adj-SID, then the node that owns the adjacency forwards the
packet to the exit interface associated with the global Adj-SID.
To take advantage of this possibility, we propose SR-LEA with
global Adj-SIDs (SR-LEA-A). When Adj-SIDs are advertised



as global segments it is the SR-LEA-A that computes the
minimum label stack.

In SR-LEA-A, we suppose that the Adj-SIDs are advertised
as global segments, the resulting label stack is either smaller
or equal to the SR-LEA’s one. Both algorithms share step 1
detailed in Algorithm 1. In SR-LEA-A, as detailed by the
pseudocode in Algorithm 2: a subpath of size > 3 followed
by one of size = 2 are encoded using one label: the global
Adj-SID between the last node in the first path and the first
node in the second one. Compared to SR-LEA, two labels are
used to encode the two subpaths.

Algorithm 2 Efficient Label Encoding algorithm with global
Adj-SIDs
STEP 1 Same as for SR-LEA
STEP 2

1: for i← 1 To Size(A) do
2: if length(A[i]) > 2 then
3: if length(A[i+ 1]) == 2 then
4: push(labelStack, GlobalAdjSID(

A[i][end], A[i+ 1][1]))
5: p+ = 2
6: continue
7: end if
8: push(labelStack,NodeSID(A[i][end]))
9: else

10: push(labelStack,AdjSID(A[i]))
11: end if
12: end for

In the example described in Fig. 4, P3 advertises
its adjacency with P7 as the global SID 1037, the
list A contains the following subpaths: {(PE1, P2, P3),
(P3, P7), (P7, P6, PE5)}. Accordingly, the two subpaths
{(PE1, P2, P3), (P3, P7)} are encoded using the global Adj-
SID P3 − P7 : 1037. Consequently, the label stack for the
path P is [1037, 1004]. At PE1 and P2, based on 1037 the
packet is forwarded down the shortest path to reach P3. At
P3, the top label 1037 is popped and the packet forwarded
through the interface that connects P3 to P7. At P7, based
on the PE5’s Node-SID (i.e., 1005) the packet is forwarded
through the shortest path to reach PE5.

V. SIMULATION RESULTS

In order to better evaluate the performance of the pro-
posed algorithms, we experimented on several SNDlib network
topologies [17] [18]. To get a representative set of paths,
for each topology, we consider a sample bandwidth demand
matrix D. As detailed in Table I, we solve the multicommodity
flow problem [19]. The result is the optimal set of paths to
satisfy the demand matrix. The paths are then encoded using
the strict Adj-SID, SR-LEA and SR-LEA-A.

The two proposed algorithms, compute the minimum label
stack to express a SRP. SR-LEA is used when the Adj-SIDs are
local segments whilst SR-LEA-A is used when they are global.

Topology V E D
Geant 22 36 431
Albilene 12 18 131
Brain 161 166 9045
Germany50 50 80 1270
Nobel-germany 17 26 248

TABLE I: V is the number of nodes. E the number of links.
D: number of demands in the demand matrix.
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Fig. 6: Comparison of the average label stack size generated
using a strict encoding, SR-LEA and SR-LEA-A algorithms.

The comparison is made between the strict encoding, the SR-
LEA and the SR-LEA-A algorithms. For each topology, using
the three encoding algorithms detailed previously, we compute
the average label stack size and the percentage of network
paths encoded with a label stack size ≤MSD.

Fig. 6 illustrates the per-topology average label stack size
variation depending on the topology and the encoding algo-
rithm.

• We observe that the strict encoding always produces a
large label stack. This was expected because no optimiza-
tion on the label stack size is performed, rather a one to
one mapping of the physical links to the label stack. We
note that for some paths the label stack noticeably reaches
up to 14 labels.

• SR-LEA reduces the size of the label stack by 52% to
65% compared to the strict encoding; the observed gain
varies depending on the network design and diameter.

• SR-LEA-A gives the best results. Notably, compared to
the strict encoding, the average label stack size is reduced
by 57% to 67%.

The MSD corresponds to the maximum number of labels a
router can push onto packet header, it is a local characteristic
of a router, it varies from one equipment vendor to another. In
an architecture where the path computation is delegated by the
SR node to a centralized entity such as a SDN controller or
a PCE. The node’s MSD is learned via the Path Computation
Element Protocol (PCEP) extensions for SR [8]. Hence, this
limitation is taken into consideration in the path computation
process. This limitation makes long paths in the network
unusable. Consequently, it forces the network traffic to follow
only short paths which cause inefficient traffic distribution or
worse network congestion. For this study, we fixed the MSD
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to 5 labels, which is the value announced currently by the
major equipment vendors.

Fig. 7, illustrates the variation of the percentage of the
useable paths in each topology. With a strict encoding, the
percentage of useable paths can be very low e.g., 37% for
Germany50 topology. Using SR-LEA, increases considerably
the amount of useable paths e.g., from 37% to 97% for
Germany50 topology. However, encoding the label stack
using SR-LEA-A gives the best results, as it increases the
number of usable paths from 37% to 99%, a gain of 2% to
4% more than SR-LEA. We expect the difference to be more
considerable on topologies with bigger diameters.

We conclude that the proposed algorithms are very efficient
in reducing the label stack size, also in minimize considerably
the impact of the MSD limitation. However, both algorithms
do not completely eliminate the MSD problem, as we still have
paths that can not be expressed with a label stack smaller than
the MSD.

VI. CONCLUSION

In this work, we proposed two SR-MPLS paths label
encoding algorithms, namely SR-LEA and SR-LEA-A. Both
algorithms compute the minimum label stack to express a
segment routing path. Their performance has been evaluated
over real topologies. In addition, we prove that they are
efficient in alleviating the impact of the MSD. For future
work, a PCE implementation of the proposed algorithms is
underdevelopment. We are considering the possibility to use
the two algorithms to encode Topology Independent Loop-Free
Alternate (TI-LFA) Fast Reroute post-convergence paths.
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